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 CSO’s Observation/Telescope Control 
Interface

 Observing Frontend for Heterodyne Receivers

 Telescope Control Frontend for Bolometers

 Monolithic, Text-based UI

 VMS (DEC Command Line)-like Interface

 Built and Run on DEC Alpha/VAX + VMS
 Written in Pascal, Fortran, and C



 Migrate to PC + Free OS

 Replace Aging Hardware

 Vendor-neutral, Save on OS Licensing Cost

 Provide More Features

 Better Scripting Capabilities

 Fix Bugs, Remove Undesirables
 Provide Same Look and Feel
 Modernize Codebase



 Built and Run on PC + GNU Linux
 Commodity Hardware

 Modern Development Tools and Libraries

 More Observer-friendly
 Written in C++
 GILDAS SIC as Command-line Interpreter (IRAM)
 Look and Feel Similar to Legacy UIP

 Better Scripting Capabilities, Python Bindings
 Version Controlled by Subversion
 Documented by Doxygen



 Server/Workstation-class PCs (kilauea, ulu)
 openSuSE Linux
 GNU Tools (gcc, make, emacs, etc.)
 Subversion
 Doxygen, Graphviz
 In-house Tool to Generate Codes and Help 

Texts from Definition Files



 TAO (Washington University)

 CORBA as Communication Backend between UIP 
and Antenna, Spectrometers, and Others

 Berkeley DB (Oracle)

 Persistent Data Storage between UIP Sessions

 Data Sharing among UIP Instances and Others

 Boost C++ Libraries

 Regular Expression





 Foundation Classes, Templates, Utility 
Functions, Tool, and Mains in C++

 Glue for GILDAS Fortran Libraries
 Pascal to C++ Translation
 VMS System Services to POSIX System Calls
 New and Legacy Commands from Scratch
 Unit Tests, Off- and On-line Tests



 In Production Use since 
September 2009

 With Heterodyne 
Receivers and SHARC II

 A Few Rough Edges
 Support for New FFTS 

(→ Next Presentation)
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 MPIfR 1 GHz FFTS
 2 Gsps Digitizer Made by 

Acqiris (Agilent)

 1 GHz or 500 MHz Wide

 8192 Channels

 120 kHz or 60 kHz 
ENBW

 ≥250 s Allan Variance 
Time (Continuum)

 APEX SCPI Command 
and Data Interfaces



 Köln 4 GHz Array AOS

 4 x 1.1 GHz Wide

 4 x 2048 Channels

 1 MHz Resolution

 KOSMA AOS Library + 
RPC Interface

 IF Processor for AAOS

 Built In-house

 RPC Interface



 16 GHz WASP2

 Analog Auto-correlation 
Spectrometer

 4 x 4 (3.6) GHz Wide

 4 x 128 Lags

 33 MHz Resolution

 Independently Operated 
by WASP2 Software



 50 MHz AOS

 1024 Channels

 100 kHz Resolution

 1.5 GHz AOS

 2048 Channels

 1.5 MHz Resolution



 Backend Computer

 Controls Legacy AOS 
Directly

 AOS Process

 Reads out CCD Frame by 
Frame (Every 23 ms)

 Text-based UI

 Graphical Quick Look







 AOS Library (KOSMA)

 Controls AAOS’s DSP through PI/O

 RPC Service for AOS Library

 Enables to Call AOS Library Remotely

 AOS Process for Array AOS

 Same Text-based UI as Other AOS Processes

 Same Graphical Quick Look as Others

 Data Typically Transferred Every 500 ms





 IF and FFTS Computers

 APEX SCPI Command Interface (UDP)

 APEX Backend Data Stream Interface (TCP)

 FFTS process

 Same Text-based UI as AOS Processes

 Same Graphical Quick Look as Others

 Data Typically Transferred Every 500 ms





 CASIMIR 8 GHz FFTS

 Made by Omnisys 
Instruments

 4 x 2.2 GHz Wide

 4 x 8192 Channels

 270 kHz Resolution

 ≥ 350 s Allan Variance 
Time (Continuum)

 CASIMIR/KOSMA FFTS 
Library + RPC Interface



 FFTS Library (CASIMIR/KOSMA)

 KOSMA Control (≈ KOSMA AOS Library Interface)

 RPC Service for FFTS Library

 Same Interface as RPC Service for AOS Library

 FFTS Process for CASIMIR FFTS

 Same Text-based UI as Others

 Same Graphical Quick Look as Others

 Data Typically Transferred Every 500 ms




